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A multilevel method for large-eddy simulation of turbulent compressible flows is
proposed. The method relies on the splitting of the turbulent flowfield into several
frequency bands in space and time, each band being associated to a specific com-
putational grid in physical space. This allows to take into account in a deterministic
way the information contained on finer grids. A subgrid model adapted to such a
decomposition—based on a generalization of the Germano’s identity to multilevel
decomposition—is also introduced. The approach is validated by several multilevel
simulations in a subsonic plane channel flow configuration for a low and a high value
of the Reynolds number, while reductions of the CPU times up to 80% are obtained.
c© 2001 Academic Press
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1. INTRODUCTION

During the past few decades, the numerical simulation of turbulent unsteady flows has
seen a considerable gain of interest. Many industrial configurations, for example in the
aeronautical field, deal with such flows, and the numerical tool appears to be a good way
to study and understand the involved physical phenomenons.

Nevertheless, unsteady numerical simulation of turbulent flows is still restricted to simple
configurations, because turbulence is a complex three-dimensionnal phenomenon in which
many different scales are present, ranging from the characteristic lengthscale of the problem
itself, to the Kolmogorov dissipation scale. Thus, the complete resolution of a turbulent case
involves very fine computation grids. That is why, even with the increasing capabilities of
today’s computers, direct numerical simulations (DNS) of turbulent flows are still restricted
to low Reynolds numbers and simple geometries.

Large-eddy simulations (LES) allow the use of coarser meshes, by resolving directly only
the largest scales of the flow. They are based on a turbulent flowfield’s scale separation,
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obtained by a frequency filtering of the Navier–Stokes equations. Large scales of the flow are
directly resolved, while small scales, referred to as subgrid scales (SGS), are represented
through a statistical model. Such methods, because of the coarser meshes used, allow a
significant decrease in computational costs. Nevertheless, the use of LES on computational
grids that are too coarse generally provides poor results and depends heavily on the subgrid
model used. This is particulary true in the case of flows whose dynamics are driven by
coherent structures associated with a wide range of frequencies, because they cannot be
described through a statistical model and need to be considered from a deterministic point
of view. Thus, such flows still require the use of fine meshes, leading to high computational
costs. That is why it appears necessary to develop new approaches that allow one to directly
take into account small scales, while maintaining acceptable CPU times. Following this idea,
we present here a multilevel strategy, which is based on a turbulent flowfield’s decomposition
into several frequency ranges that are treated separately.

Several authors have used such a strategy for incompressible flows simulations, and one
can distinguish different approaches. Duboiset al.[9–11] and Debusscheet al.[4] have used
a spectral approach, in which a multiscale decomposition is obtained by the truncation of the
spectral series expansion of the solution. They derived a dynamic algorithm, the Dynamic
MultiLevel methodology (DML), in which the truncation level is adjusted dynamically in
time through estimates of the small-scale time derivatives. This algorithm is based mainly on
the quasi-static approximation, which stipulates that the time variation of the small scales
can be neglected compared with the large scales one’s during a short integration time.
Simulations of incompressible isotropic three-dimensionnal homogeneous turbulence have
been performed that confirmed this hypothesis. Voke [38] has used the same approximation,
but his approach is different in the sense that he worked in physical space. The scale
separation was then obtained by the use of several nested overlapping grids of different
refinement degrees. To reduce the CPU times, a cycling strategy with V-cycles between the
different grids was used, as in multigrid algorithms. In this approach, the integration times
on each grid were taken of the order of the smallest eddy turnover time on each grid, thus
providing quite long integration times, while the quasi-static approximation is only valuable
for very short integration times. This is why this approach must be seen as a good way to
accelerate transition to turbulence and convergence to a quasi-steady state, rather than a
real unsteady method. Indeed, Voke defines the multimesh method as “at least, a cheap
way of turning pseudorandom initial velocities into something like real turbulence,” and he
highlights the need of reducing the decorrelation between the large-scale and residual fields
to reduce integration times on the fine level.

A different time integration strategy has been used by Sullivanet al. [37] and Boersma
et al. [1]. In this case, the quasi-static approximation is not necessary, since no cycling
strategy has been used. The reduction of the CPU times is obtained by the use of local
grid refinements. The simulation is performed on a coarse grid, and on local finer grids
which overlapp the coarse one, only in some critical regions of the flow. At each time
step, the values of the coarse grid are updated in the overlapping regions by the use of
fine-to-coarse interpolations. This strategy has been applied to the simulation of a three-
dimensionnal incompressible planetary boundary-layer flow by Sullivanet al. [37] and to
an incompressible two-dimensionnal mixing-layer flow by Boersmaet al. [1] and in both
cases provided a great improvement of the solution. Moreover, Sullivanet al.showed that
the use of a two-way coupling between the grids, based on a fluxes correction on the coarse
grid by using the fine grid information, improves the quality of the results. Another example
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of local grid refinement applied to the simulation of turbulent flows is the DNS of separated
turbulent boundary layer performed by Manhartet al. [28].

A new trend in LES is the use of deconvolution methods, which appear in fact as a
type of multilevel method. In that case, two filtering levels are considered, and the general
idea is to perform the computation at a coarse level, while the fine one is used to generate
some scales smaller than the resolved ones. These scales are then used to get an evaluation
of the subgrid terms on the coarse level. One can cite the velocity estimation model of
Domaradzki and Saiki [8] and its recent extension to physical space [7], in which the filtered
velocity field is deconvolved on a two times finer computational grid to generate nonlinearily
some smaller scales that are used to compute the subgrid stress tensor. Recent works,
based on an approximate deconvolution procedure have also been carried out by Stolz and
Adams [36].

A last multilevel strategy is based on the use of simplified evolution equations for the
small (unresolved) scales of the flow, as in the multiscale variational method proposed by
Hugueset al. [19], thus allowing the use of an exact equation for the coarse (resolved)
scales.

Since spectral methods are still restricted to very simple geometrical cases, the method
presented in this paper is based on a classical finite volume approach, combined with the
use of different nested overlapping grids. Such a strategy allows us to take into account
most of the scales in a deterministic way by the use of a fine grid, and thus to minimize
parametrization errors, while a reduction of the CPU times is obtained through the use of
coarser grids with less points and greater time steps.

We can distinguish two points of view to the application of such a method. From the
physical point of view, the use of different refinement levels introduces different cutoff
lengths and frequencies. This induces a continuous multilevel formalism generated by
the different filtering levels. LES can be considered as a particular monolevel form of this
formalism. From a numerical point of view, a discrete formalism is generated by the different
discretization levels and implies the use of discrete operators to allow communication
between the different grids.

In this paper, a parallel between these two points of view will be drawn. The two for-
malisms will be introduced and presented as a general multilevel context, which can be
seen under the multiresolution approach introduced by Harten [15, 16].

An adapted multilevel subgrid closure is also proposed in Section 1.3, in which the
interactions between the different frequency bands are taken into account in a deterministic
way, while the statistical part of the subgrid model is modified dynamically, allowing
interactions between distant frequency bands from the turbulent spectrum to be taken into
account. All the developments are made in the case of compressible flows.

Deconvolution approaches as proposed by Stolz and Adams [36] or in the velocity esti-
mation procedure of Domaradzkiet al.[7, 8] use two different filtering levels and should be
classified as a particular two-level case of the present method. However, in these method-
ologies, a fine level is only introduced to get an evaluation of the subgrid term at the
computational level. The method proposed in this paper is a general multilevel approach,
which can be classified in several ways. It can be seen as: (i) a deconvolution approach, if
the computation is performed at the coarsest level, while finer ones are used to compute
accurately the subgrid terms, and (ii) an acceleration technique to perform LES at lower
cost, when the computation is performed at the finest level, while coarser levels are used to
reduce the CPU times. This is the point of view that has been retained in the present study.
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At last, it can be interpreted as a more general combined approach if the original LES grid
corresponds to an intermediary level.

A multilevel algorithm is thus introduced in Section 2.2, in which a reduction of the CPU
times in comparison with a monolevel LES is searched through a cycling strategy based on
a quasi-static approximation of small-scale dynamics.

The approach is assessed in Section 3 by several multilevel simulations in a subsonic
plane channel flow configuration, which appears as a good test case because of its near-wall
behavior that presents small coherent structures in the viscous sublayer. Moreover, this
configuration has been studied by many authors, so that a reference database is available.

2. CONTINUOUS FORMULATION

2.1. Context and Governing Equations

The proposed multilevel algorithm is based onN different filtering levels. Each of these
levelsn ∈ [1, N] is characterized by a cutoff wavenumberkn in spectral space, associated to
a cutoff lengthscalē1n in physical space, thus defining a turbulence spectrum partitionning
(cf. Fig. 1). These parameters allow to define a low-pass frequency filter(.)

n
for each level

n, which, in classical LES, is formally defined as a convolution product of any function of
space and timeφ : (Ä× IR+)→ IR, with a filter functionGn:

φ̄
n
(x, t) = (Gn ? φ)(x, t) =

∫
Ä

Gn(x − ξ)φ(ξ, t) dξ. (1)

Hereafter, we will takekN < · · · < k1, which implies1̄1 < · · · < 1̄N . That is to say, that
level 1 is the finest one, and that levelN is the coarsest one. The filtered variableφ̄n defined
by (1) accounts only for the scales resolved by the filterwidth1̄n, i.e., associated with
wavenumbersk < kn.

Considering the filtered variablēφ1 on the finest level, we obtain the filtered variables
at the leveln by the recursive applications of the filters(.)

1
to (.)

n
on the variableφ. The

variables associated to the leveln will so be noted¯̄φ
n
, where the notation(.)

n
stands for the

recursive application of the filters(.)
1

to (.)
n
, as mentionned above, and where¯̄φ

1= φ̄1.

FIG. 1. Turbulence spectrum partitioning.
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Thus, for anyn ∈ [1, N], ¯̄φ
n

is defined by

¯̄φ
n = Gn ? Gn−1 ? · · · ? G1 ? φ

= Gn
1 ? φ (2)

with, for anym ∈ [1, n] : Gn
m = Gn ? Gn−1 ? · · · ? Gm.

In the following, the cutoff lengthscale associated to the filtering operatorGn
1 will be

referred to as¯̄1
n
. In the general case,̄̄1

n
differs from 1̄n, since it is associated with a

multiple filtering of the solution rather than a single filtering. In the particular case where
each primary filterGn is a Gaussian filter of width̄1n, we have in spectral space

Ĝn(k) = exp

(
− (k1̄

n)2

24

)
⇒ Ĝn

1(k) = exp

(
−k2∑n

l=1(1̄
l )2

24

)

and the filterGn
1 defined by (2) is then a Gaussian filter of width̄̄1

n = (∑n
l=1(1̄

l )2)
1
2 . As

in classical LES, commutativity of the filters(.)
n

with space and time derivatives will be
supposed, i.e.,

∂φ

∂ξ

n

= ∂φ̄
n

∂ξ
, (3)

whereξ = t or xi , i = 1, 2, 3.
One shows easily that (3) implies that(.)

n
is also commuting with space and time

derivatives. To take into account the compressible character of the flow, we introduce mass-
weighted-filtered variables, as those introduced by Favre,

φ̃
n = ρφ

n

ρ̄n
and ˜̃φ

n = ρφ
n

¯̄ρn =
˜˜̃φ(n−1)

n

,

whereρ denotes density.

Remark. The use of spectral sharp cutoff filters forGn, n ∈ [1, N] is a very particular
case. The filtersGn are then defined in spectral space by

Ĝn(k) =
{

1 if |k| < kn

0 else.

Thus, we have for anym ∈ [1, n] : φ̄m
n = φ̄n, which implies that¯̄φ

n = φ̄n, and also1̄n =
¯̄1

n
. In practice, sharp cutoff filters can only be used in spectral numerical algorithms. Here,

we present a very general formalism in which no particular form of the filters is assumed.
That is whyφ̄ n will be distinguished from¯̄φ

n
.
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Applying successively the filters(.)
1

to (.)
n

on the dimensionless Navier–Stokes equa-
tions, we obtain the filtered equations for the leveln,

∂
∂t (

¯̄ρn
)+ ∂

∂xj

(
¯̄ρn ˜̃un

j

) = 0

∂
∂t

(
¯̄ρn ˜̃un

i

)+ ∂
∂xj

(
¯̄ρn ˜̃un

i
˜̃un

j

) = − ∂ ¯̄pn

∂xi
+ ∂

∂xj

(
¯̄σ n

i j

)− ∂
∂xj

(
τ
(n)
i j

)− f1δi 1

∂
∂t (

ˆ̂E
n
)+ ∂

∂xj

(( ˆ̂E
n+ ¯̄pn) ˜̃un

j

)= ∂
∂xj

(
¯̄σ n

i j
˜̃un

j − τ (n)i j
˜̃un

j

)− ∂
∂xj

( ¯̄Q
n
j + q(n)j

)− f1 ˜̃un
1,

(4)

wheret is time,xi (i = 1, . . . ,3) are the three spatial coordinates,δi j is Kronecker’s delta,
and where Einstein’s summation convention is adopted. The three velocity components are
notedui (i = 1, . . . ,3), p is the pressure,f1 is a forcing term that will be described later
in the paper, and̂̂E

n
is the total computable energy at the leveln:

ˆ̂E
n = ¯̄pn

γ − 1
+ 1

2
¯̄ρn ˜̃un

i
˜̃un

i .

The filtered viscous stress tensor¯̄σ n is computed as

¯̄σ n
i j = 2

µ( ˜̃T
n
)

Re

(
˜̃S

n

i j −
1

3
˜̃S

n

kkδi j

)
,

where

Si j = 1

2

(
∂ui

∂xj
+ ∂u j

∂xi

)
andµ is the dynamic viscosity, given by Sutherland’s law for air,

µ(T) = T
3
2

1+ C

T + C
,

whereT is the temperature andC = 110.4/T0, with T0 being the reference temperature. At
the leveln, the filtered temperaturẽ̃T

n
is given by the ideal gas state law

˜̃T
n = γM2

0

¯̄pn

¯̄ρn ,

whereM0 is the reference Mach number, andγ is the ratio of the specific heats (Cp/Cv).
The filtered viscous heat flux vector̄̄Q

n
is given by

¯̄Q
n
j = −

µ( ˜̃T
n
)

(γ − 1)Re Pr M2
0

˜̃
∂T

∂xj

n

,

whereReandPr are, respectively, the reference Reynolds and Prandtl numbers.
Following Vremanet al. [39] and Domaradzkiet al. [5], all subgrid quantities resulting

from the nonlinearities ofσi j , Qj , andµ are neglected. The nonlinearities of the convective
terms lead to two subgrid quantities: the subgrid stress tensorτ (n) given by

τ
(n)
i j = ¯̄ρn( ˜̃ui u j

n − ˜̃un
i

˜̃un
j

)
(5)

and the subgrid heat flux vectorq(n) given by

q(n)j = ¯̄ρnCp
(˜̃
u j T

n

− ˜̃un
j
˜̃T

n)
. (6)
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2.2. Multilevel Representation of Variables

With the notation introduced in Section 2.1, the componentsui of the velocity field can
be decomposed at the leveln as

ui = ˜̃un
i +

n−1∑
l=1

δul
i + u′′i , (7)

where ˜̃un
i represents the resolved velocity field at the leveln, i.e., associated with the

wavenumbersk < kn; δul
i = ˜̃ul

i − ˜̃ul+1
i represents the velocity field frequency complement

between the two levelsl + 1 andl , i.e., corresponding to wavenumbers betweenkl+1 and
kl ; andu′′i are the subgrid scales unresolved even at the finest level of resolution. A similar
decomposition is obtained for the other aerodynamic quantities.

We then get a multilevel representation of the variables at the leveln for the velocity field
components

ML(ui ) =
(

˜̃un
i , δu

n−1
i , . . . , δu1

i , u
′′). (8)

In a numerical simulation, only the filtered variables are known. Thus,u′′ remains unknown,
and the matched quantities are those at the finest level of resolution. A particular form of
the multilevel representation (8) for the filtered velocity field at the first level of resolution
is written

ML
(
ũ1

i

) = ML
(

˜̃u1
i

) = ( ˜̃un
i , δu

n−1
i , . . . , δu1

i

)
. (9)

That means that the knowledge of˜̃un
i andδun−1

i , . . . , δu1
i for anyn ∈ [2, N] allows us to

recover the value of the finest resolved velocity fieldũi
1 by a simple summation of all the

components of its multilevel representation.

2.3. A Proposal for a Multilevel Subgrid Closure

The two subgrid termsτ (n) andq(n) resulting from the nonlinearity of the convective
terms of the Navier–Stokes equations cannot be computed directly because the quantities˜̃uiφ

n

, whereφ is eitheru j or T , remain unknown. Thus, these two terms need an appropriate
modeling. Classical LES closures such as eddy-viscosity closures (Smagorinsky [35], dy-
namic Smagorinsky [29], mixed-scale model [31]) and hybrid scale-similarity closures [18,
33, 41], model the action of the small scales corresponding to wavenumbers greater than
the level cutoff number; i.e.,k > kn for level n (see Fig. 2a). In the multilevel case, the
small scales associated with wavenumberskn < k < k1 are resolved on the finer levels, and
so, it is neither necessary nor suitable to model them. In contrast, it can be of great interest
to take all these scales into account in a deterministic way rather than model them with a
statistical closure (see Fig. 2b).

We propose here a two-part dynamic parametrization well suited for a multilevel algo-
rithm that makes it possible to account for the information corresponding to wavenumbers
kn < k < k1 in a deterministic way and to adapt dynamically the statistical part of the model.
This closure is based on a generalization of Germano’s identity [13] to the multilevel case,
and on an extension of hybrid scale-similarity models [41].
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FIG. 2. “Classical” models (a) and proposed model (b).

2.3.1. Germano’s identity generalization.We introduce here a tensorL(n+1), coming
from a generalization of Germano’s procedure to the multilevel case:

L(n+1)
i j = ¯̄ρ(n+1)

(
˜̃̃un

i
˜̃un

j

n+1

− ˜̃u(n+1)
i

˜̃u(n+1)
j

)
. (10)

This term has the advantage of being directly computable. Moreover, recalling the expression
of the subgrid tensorτ (n),

τ
(n)
i j = ¯̄ρn( ˜̃ui u j

n − ˜̃un
i

˜̃un
j

)
,

and using level(n+ 1) as a test level, we get the exact relation, equivalent to Germano’s
identity in the monolevel case,

L(n+1)
i j = τ (n+1)

i j − τ (n)i j

(n+1)
. (11)

By recurrence, we also get

τ
(n)
i j = Gn

2 ? τ
(1)
i j + L(n)i j +

n−1∑
k=2

Gn
k+1 ? L

(k)
i j . (12)

Relation (11) will be used hereafter in the parametrization ofτ (n).
In a same manner, we introduce a vectorQ(n+1) for the subgrid heat flux:

Q(n+1)
i = ¯̄ρ(n+1)Cp

(
˜̃̃un

i
˜̃T

nn+1

− ˜̃u(n+1)
i

˜̃T
(n+1))

. (13)

Recalling the expression of the subgrid heat flux vectorq(n)i = ¯̄ρnCp(
˜̃
ui T

n

− ˜̃un
i

˜̃T
n
), we

get the exact relation

Q(n+1)
i = q(n+1)

i − q(n)i

(n+1)
(14)

that will be used in the parametrization ofq(n). By recurrence, we also get

q(n)i = Gn
2 ? q(1)i +Q(n)i +

n−1∑
k=2

Gn
k+1 ?Q

(k)
i . (15)
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2.3.2. Subgrid stress-tensor modeling.For simplicity, the following developments use
the generalized central moments notation introduced by Germano [14]:

Tn[a, b] = ˜̃ab
n

− ˜̃an ˜̃b
n
.

Introducing the decomposition (7) of the velocity field in the expression of the subgrid
stress tensorτ (n)i j , we get an extension of Germano’s consistent decomposition [12] to the
multilevel case,

τ
(n)
i j = L(n)i j + C(n)

i j + R(n)i j , (16)

where

L (n)i j = ¯̄ρnTn

[(
˜̃un

i +
n−1∑
l=1

δul
i

)
,

(
˜̃un

j +
n−1∑
l=1

δul
j

)]

C(n)
i j = ¯̄ρn

(
Tn

[(
˜̃un

i +
n−1∑
l=1

δul
i

)
, u′′j

]
+ Tn

[
u′′i ,

(
˜̃un

j +
n−1∑
l=1

δul
j

)])

R(n)i j = ¯̄ρnTn[u′′i , u
′′
j ].

(17)

• L(n)i j is the resolvable part ofτ (n)i j and appears as an extension of Bardina’s scale-
similarity model to the multilevel case. It represents the large-scales interaction and, in
addition, the interactions between large scales and the small scales resolved on the finer
levels and interactions between these “resolved subgrid scales” themselves. This part of
the subgrid stress tensor contains all the deterministic information that can be directly
computed.
• C(n)

i j is the cross-term tensor, which represents interactions between the large scales and
the unresolved subgrid scales and those between resolved and unresolved subgrid scales.
• R(n)i j is the classical Reynolds stress tensor, which represents the interactions between

the unresolved subgrid scales.

One can easily verify that each term of the decomposition (16) preserves the Galilean
invariance property of the subgrid stress tensor.

We propose here to compute directly theL(n)i j term and thus to model only the cross- and
Reynolds terms ofτ (n)i j . Following Zanget al. [41], we propose to use a two-part dynamic
parametrization for the anisotropic part ofτ (n)i j ,(

τ
(n)
i j

)∗ = (L(n)i j

)∗ − 2C(n)
d

¯̄ρn
( ¯̄1

n
)2| ˜̃Sn|( ˜̃S

n

i j

)∗
, (18)

where(φi j )
∗ = φi j − 1

3φkkδi j . The deterministic information of the subgrid stress tensor
contained inLi j

(n) will be computed directly, while the statistical Smagorinsky part will be
adapted through a dynamic evaluation of the coefficientC(n)

d . It will be evaluated using an
extension of Zanget al.’s procedure in which our generalization of Germano’s identity will
be used instead of the classical one.

Introducing the decomposition (7) in the expression of the subgrid stress tensor at the
level (n+ 1) that will be used as a test level, we obtain a decomposition ofτ

(n+1)
i j , similar

to the one obtained forτ (n)i j :

τ
(n+1)
i j = L ′(n)i j + C′(n)i j + R′(n)i j . (19)



448 TERRACOL, SAGAUT, AND BASDEVANT

Note thatL ′(n)i j (resp.C′(n)i j , R′(n)i j ) differs fromL(n+1)
i j (resp.C(n+1)

i j R(n+1)
i j ) since it is obtained

by using the decomposition of the field at leveln (instead ofn+ 1) into the expression of
the subgrid stress tensor at leveln+ 1. In particular, the expression forL ′(n)i j is

L ′(n)i j = ¯̄ρ(n+1)Tn+1

[(
˜̃un

i +
n−1∑
l=1

δul
i

)
,

(
˜̃un

j +
n−1∑
l=1

δul
j

)]
. (20)

From their definition, the two filtersGn
1 andGn+1

1 are self-similar [2], i.e., they have the
same shape, and only differ by their characteristic lengthscale. This allows us to consistently
use the same model for the two levelsn andn+ 1, with the same coefficientC(n)

d .
We thus model(τ (n+1)

i j )∗ in the same way as(τ (n)i j )
∗ by(

τ
(n+1)
i j

)∗ = (L ′(n)i j

)∗ − 2C(n)
d

¯̄ρ(n+1)( ¯̄1
(n+1))2∣∣ ˜̃S(n+1)∣∣( ˜̃S

(n+1)

i j

)∗
. (21)

From the two expressions (18) and (21), and assuming thatC(n)
d is the same for all the band

[kn+1, kn], the generalized Germano’s identity (11) gives(
L(n+1)

i j

)∗ = (L ′(n)i j − L(n)i j

(n+1))∗
− 2C(n)

d M (n)
i j , (22)

where

M (n)
i j = ¯̄ρ(n+1)

[( ¯̄1
(n+1))2

∣∣∣ ˜̃S(n+1)∣∣∣( ˜̃S
(n+1)

i j

)∗
− ( ¯̄1

n
)2

˜(| ˜̃Sn|( ˜̃S
n

i j

)∗)n+1]
.

The optimized value for the coefficientC(n)
d is obtained through a least-squares minimization

of the residual of relation (22), as proposed by Lilly [26]. We thus obtain

C(n)
d = −

(
L(n+1)

i j −
(

L ′(n)i j − L(n)i j

(n+1)))∗
M (n)

i j

2M (n)
i j M (n)

i j

. (23)

Remark. Considering a classical eddy-viscosity parametrization ofτ (n); i.e., imposing
L (n) = L ′(n) = 0, we get the classical value ofC(n)

d of the dynamic version of Smagorin-
sky’s model. Moreover, if we consider only the classical Germano’s decomposition of the
velocity field, i.e.,ui = ˜̃un

i + u′i , without taking into account the multilevel aspect, we get
the classical dynamic mixed Bardina–Smagorinsky model as in Zanget al. [41].

2.3.3. Subgrid heat flux vector modeling.The same dynamic mixed methodology, as
the one forτ (n), is used to parametrize the subgrid heat flux vectorq(n). First, we have to
introduce the equivalent of the decomposition (7) for the temperature field. At the leveln,
it will be written as

T = ˜̃T
n +

n−1∑
l=1

δTl + T ′′, (24)

whereδTl = ˜̃T
l − ˜̃T

l+1
. Introducing the decomposition (7) of the velocity field and the

decomposition (24) of the temperature field in the expression of the subgrid heat flux vector
q(n)i , we get the decomposition

q(n)i = q(n)Li
+ q(n)Ci

+ q(n)Ri
, (25)
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where

q(n)Li
= ¯̄ρnCpTn

[(
˜̃un

i +
n−1∑
l=1

δul
i

)
,

(
˜̃T

n +
n−1∑
l=1

δTl

)]

q(n)Ci
= ¯̄ρnCp

(
Tn

[(
˜̃un

i +
n−1∑
l=1

δul
i

)
, T ′′

]
+ Tn

[
u′′i ,

(
˜̃T

n +
n−1∑
l=1

δTl

)])

q(n)Ri
= ¯̄ρnCpTn[u′′i , T

′′].

(26)

These three terms are, respectively, equivalent toL(n)i j , C(n)
i j , andR(n)i j obtained in the de-

composition ofτ (n)i j . The termq(n)Li
, like L(n)i j , is directly computable and does not need any

parametrization.
We thus propose using a two-part dynamic parametrization ofq(n)i under the form

q(n)i = q(n)Li
− ¯̄ρnCpK (n)

d ( ¯̄1
n
)2| ˜̃Sn|

˜̃
∂T

∂xi

n

. (27)

As in the parametrization ofτ (n)i j , the level(n+ 1) is used as a test level. The subgrid heat
flux vectorq(n+1)

i at this level is decomposed using the two decompositions (7) ofui and
(24) of T as

q(n+1)
i = q′(n)Li

+ q′(n)Ci
+ q′(n)Ri

. (28)

We then choose to modelq(n+1)
i as

q(n+1)
i = q′(n)Li

− ¯̄ρ(n+1)CpK (n)
d

( ¯̄1
(n+1))2∣∣ ˜̃S(n+1)∣∣˜̃∂T

∂xi

(n+1)

. (29)

From the two expressions (27) and (29), and assuming thatK (n)
d is the same for the entire

band [kn+1; kn], the identity (14) gives

Q(n+1)
i =

(
q′(n)Li
− q(n)Li

(n+1))
− K (n)

d m(n)
i , (30)

where

m(n)
i = ¯̄ρ(n+1)

[( ¯̄1
(n+1))2∣∣ ˜̃S(n+1)∣∣˜̃∂T

∂xi

(n+1)

− ( ¯̄1
n
)2

˜(
| ˜̃Sn|

˜̃
∂T

∂xi

n)n+1]
.

The optimized value for the coefficientK (n)
d is obtained through a least-squares minimization

of the residual of relation (30). We thus obtain

K (n)
d = −

(
Q(n+1)

i − (q′(n)Li

)− q(n)Li

(n+1))
m(n)

i

m(n)
i m(n)

i

. (31)
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3. DISCRETE FORMULATION

All the formalism introduced in Section 1 can only find its place in a numerical simulation
if an equivalent discrete formalism is introduced. This formalism, which can be seen as a
particular case of the multiresolution representation of data introduced by Harten [15, 16],
will be presented first. Then, it will be shown how such a formalism can be used in a
multilevel algorithm.

3.1. Discrete Formalism

From a discrete point of view, the different filtering levels are obtained by the use of
N nested overlapping discretization grids of the domainÄ, referred to asÄ1, . . . , ÄN

hereafter, whereÄ1 corresponds to the finest grid, andÄN to the coarsest one.
For any continuous functionφ of space and time, the filtered variableφ1 on the finest

computational gridÄ1 is defined by the application of a linear discretization operatorD1 on
the variableφ. Here,Ä1 is the fine discretization of the domainÄ; i.e.,D1 : F(Ä, IR)→
F(Ä1, IR). The fine variableφ1 is thus defined as

φ1 = D1φ. (32)

The variableφ1 appears as the discrete equivalent of the continuous quantity¯̄φ
1
. In other

words, as in classical LES, the continuous filterG1 remains unknown and the only effective
filtering is done by the space discretization.

Any variable on the coarser grids is then defined fromφ1, by successive applications
of fine-to-coarse interpolation operators referred to asrestrictionoperators as in standard
multigrid terminology. The variableφn on thenth level, which is the discrete equivalent of
¯̄φ

n
, is thus defined as

φn = Rn
n−1φ

n−1

= (Rn
n−1o Rn−1

n−2o···o R2
1

)
φ1

= Rn
1φ

1, (33)

with Rn
1 = Rn

n−1o Rn−1
n−2o···o R2

1 : F(Ä1, IR)→ F(Än, IR).
Similarily to Rn+1

n , we define coarse-to-fine prediction operatorsPn
n+1 fromF(Än+1, IR)

ontoF(Än, IR), which allow us to recover an approximation ofφn on the gridÄn from
the knowledge ofφn+1 on the coarser gridÄn+1. These operators will be referred to as
prolongationoperators. Applying successively the operatorsRn+1

n andPn
n+1 onφn, we can

define the interpolation error on the gridÄn by

δφn = φn − Pn
n+1o Rn+1

n φn = φn − Pn
n+1φ

n+1. (34)

In the LES context, we will consider that the application of the discrete restriction operator
Rn

n−1 on any variable is equivalent to the application of the continuous low-pass filter(.)
n

on
this variable. This is equivalent to saying that the only filtering on each gridÄn is done by
the space discretization. The interpolation errorδφn can be then considered as the frequency
complement between the two levelsn andn+ 1.

For anyn ∈ [2, N], the sequence of restriction and prolongation operatorsRn+1
n andPn

n+1

allows us to get a multilevel representation ofφ1:

ML(φ1) = (φn, δφn−1, . . . , δφ1). (35)
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TABLE I

Equivalence Table between Continuous and Discrete Formalisms

Continuous formalism Discrete formalism

(.)
1 ≡ (.)

1

D1 : Ä→ Ä1

(.)
n
, n ∈ [2, N] Rn

n−1 : Än−1→ Än, n ∈ [2, N]

(.)
n

, n ∈ [2, N] Rn
1 = Rn

n−1o Rn−1
n−2o. . .o R2

1 : Ä1→ Än, n ∈ [2, N]

More generally, we have for anym ∈ [1, n− 1]

ML(φm) = (φn, δφn−1, . . . , δφm). (36)

Thus, for anyn ∈ [2, N] and m ∈ [1, n− 1], we can recover the value ofφm from the
knowledge of its multilevel representation.

An equivalence between the continuous formalism and its discrete counterpart is sum-
merized in Table I and Fig. 3.

Remark. For the velocity field components and for the temperature field, Favre-filtering
is prescribed. Thus, we will use

φn = Rn
1((ρφ)

1)

Rn
1(ρ

1)
. (37)

This definition is strictly equivalent to the continuous one:˜̃φ
n= ρφn

/ ¯̄ρn.

3.2. Multilevel Algorithm

We propose in this section a numerical algorithm, which is based on the multilevel
representation of the flow variablesρ, ui (i = 1, . . . ,3), andT , and on the quasi-static

FIG. 3. Correspondance between continuous and discrete formalisms.
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approximation [11]. The algorithm usesN nested overlapping grids, as mentionned pre-
viously. Starting from an initial flowfield on the finest gridÄ1, we generate fields on
the coarser grids by successive applications of fine-to-coarse grid restriction operators
Rn+1

n (n = 1, . . . , N − 1). This is equivalent, as previously said, to successive applications
of low-pass frequency filters on the initial fine grid field.

On each gridÄn, n ∈ [2, N], the computational variables are then

ρn = Rn
1(ρ

1)

un
i =

Rn
1

(
ρ1u1

i

)
Rn

1(ρ
1)

Tn = Rn
1(ρ

1T1)

Rn
1(ρ

1)
.

At each fine-to-coarse restriction step(Än→
Rn+1

n

Än+1), and for each flow variableφ, the

frequency complementδφn is stored on the fine gridÄn to keep the small scales of the flow
in memory.

The computation takes place on the coarse grids, and the resulting flowfield is then interpo-
lated to the fine grids with the coarse-to-fine grid prolongation operatorsPn−1

n (n ∈ [2, N]).
At each prolongation step, the resulting fine flowfield is enriched with the frequency com-
plement stored during the restriction step, kept frozen during the entire time of integration
on the coarse grids.

The computation takes place as a succession of V-cycles, as in standard multigrid algo-
rithms. Figure 4 presents schematically the multilevel algorithm in frequential and physical
spaces, and one temporal integration cycle, in the case of a bidimensionnal three-level simu-
lation. The integration times on each grid, referred to as1tn on Fig. 4, will be described later
in the paper. The freezing of the frequency complements is equivalent, from a physical point
of view, to the assumption that the small-scale variation on the gridÄn, n ∈ [1, N − 1],
can be neglected during time integration on the coarser gridsÄm, m ∈ [n+ 1, N]. This

FIG. 4. Schematic representation of the multilevel algorithm.
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is the quasi-static approximation. In [9–11], the authors have used the fact that since the
small scales of the flow have a very different time behavior than the large ones, they can be
computed with less accuracy. In particular, estimates of∂δφn

∂t have been obtained, with the
result that ∣∣∣∣∂δφn

∂t

∣∣∣∣
0

¿
∣∣∣∣∂φn

∂t

∣∣∣∣
0

,

where| |0 is the norm associated with kinetic energy. Hence, it appears reasonable to expect
that the small-scale variation during a short integration time can be neglected compared with
the large-scale ones.

On each prolongation step, the value ofφn at the timet +1t is then evaluated as

φn(t +1t) = Pn
n+1φ

n+1(t +1t)+ δφn(t). (38)

One V-cycle is then defined by the following sequence.

1. n = 1
2. Apply the numerical scheme toφn during an integration time1tn.
3. Restriction step: Ifn < N compute the field at leveln+ 1 by restriction:φn+1 =

Rn+1
n (φn) and compute the frequency complement between levelsn and n+ 1 at level

n: δφn = φn − Pn
n+1oRn+1

n (φn).
4. If n < N, n← n+ 1 and go to 2.
5. Prolongation step:φn−1 = Pn−1

n (φn)+ δφn−1.
6. If n > 2, n← n− 1 and go to 5.
7. Go to 1.

4. APPLICATION: THE SUBSONIC CHANNEL FLOW

4.1. Problem Configuration

The test case that has been retained is the now well-known subsonic channel flow config-
uration, which consists in a flow between two infinite isothermal walls. It has been studied
by many authors, both in the incompressible and compressible contexts. One can cite the
incompressible DNS from Kimet al. [21] and Moseret al. [30] and the compressible LES
by Lenormandet al. [24, 25].

This case is a typical example of a multiscale problem: Large structures dominate in the
center of the channel, while the near-wall dynamics is driven by small streaky structures in
the viscous sublayer. These streaks can only be captured in a deterministic way, and thus
very fine grids are required in the near-wall region.

The nominal Mach number value isM0 = 0.5. Two Reynolds number values, based on the
mean bulk velocityub, the mean bulk densityρb, the wall viscosityµ(Tw), and the channel
half-width Lz/2, have been considered:Re= 2800 andRe= 11,000, corresponding to two
values of the skin-friction Reynolds numberReτ , based on the wall shear velocityuτ , of 180
and 590 respectively. The computations associated with these two cases will be referred to
as LoNG-xxx and HiNG-xxx respectively, whereN is the number of level considered and
xxx is the subgrid model used.

The computational domain used for the low-Reynolds simulation is a box of dimensions
2π × 4π

3 × 2 in the respectivex, y, andz directions, wherex is the streamwise direction,
y is the spanwise one, andz is the wall-normal one. Uniform grid spacings are used in
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the streamwise and spanwise directions, while a hyperbolic tangent law is used in the
wall-normal one. For the high-Reynolds case, the domain dimensions are taken equal to
2π × π × 2 in the respectivex, y, andz directions.

The computation is performed onN nested overlapping gridsÄ1, . . . , ÄN , where for
anyn, each coarse gridÄn+1 is defined from the finer oneÄn by keeping half the number
of points in each direction. The number of points used for the finest mesh(n = 1) in the
respectivex, y, andz directions are 32× 64× 128 for the low-Reynolds simulation and
52× 120× 128 for the high-Reynolds one. A finer mesh of dimensions 40× 94× 128
has also been used for the low-Reynolds case and is associated with the Lo3G-ML2 and
Lo4G-ML2 cases studied in Section 4.5.3, and one of dimension 96× 184× 128 has been
used for the Hi4G-ML2 case.

Periodic boundary conditions are used in the streamwise and spanwise directions, and a
classical isothermal no-slip condition is used for wall boundaries.

4.2. Numerical Method

4.2.1. Numerical scheme.A classical cell-centered finite-volume solver is used to solve
the filtered Navier–Stokes system (4) on each grid. This system is rewritten under the
compact form

∂V

∂t
+∇ · (Fc(V))+∇ · (Fv(V,∇V)) = 0, (39)

whereV = ( ¯̄ρn
, ρu1

n
, ρu2

n
, ρu3

n
, ˆ̂E

n
)T , and whereFc and Fv are respectively the con-

vective and viscous fluxes. To ensure that the numerical scheme’s dissipation doesn’t cancel
the effects of the subgrid model, no artificial dissipation has been used.

The divergence of the fluxes and the gradients of the numerical quantities are simply
evaluated using Green’s formulas on each cell. Nevertheless, to ensure the stability of the
scheme, and in particular to reduce aliasing errors, the evaluation of the divergence of the
numerical fluxes is done in a special way.

• A skew-symmetric formulation [23, 40] is used for the convective fluxes. This is
equivalent, with the one-dimensionnal notation introduced in Fig. 5, to computing the
convective fluxFci+ 1

2
at the cell interfacei + 1

2 asFc(Vi+ 1
2
), instead of using the classical

formulation 1
2(Fc(Vi )+ Fc(Vi+1)).

FIG. 5. Numerical fluxes evaluation.
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• The viscous fluxes are evaluated by the use of staggered cells. Gradients ofV are
evaluated directly at cell interfaces by the application of Green’s formulas on staggered
control volumes. Then, the viscous fluxesFv i+ 1

2
at the cell interface are computed directly

as Fv(Vi+ 1
2
,∇Vi+ 1

2
) instead of via the classical formulation12(Fv(Vi ,∇Vi )+ Fv(Vi+1,

∇Vi+1)).

Finally, a classical third-order compact Runge–Kutta scheme is used for time integra-
tion [40].

Globally, the numerical scheme used here is second-order accurate in space and third-
order accurate in time.

3.2.2. Grid transfer operators.Several classical grid transfer operators have been tested,
such as, for example, the bilinear operators used in standard AMR and multigrid algorithms.
Such operators, because of their quite high dissipation, lead to poor results. The operators
used in our simulations are simple differential operators, the coefficients of which are eval-
uated to get

Rn+1
n = Idn + ε1

(
1x2

n

∂2

∂x2
+1y2

n

∂2

∂y2
+1z2

n

∂2

∂z2

)
+O(1x3

n,1y3
n,1z3

n

)
Pn

n+1 = Idn + ε2

(
1x2

n

∂2

∂x2
+1y2

n

∂2

∂y2
+1z2

n

∂2

∂z2

)
+O(1x3

n,1y3
n,1z3

n

)
,

whereIdn is the identity operator at the leveln, and1xn,1yn, and1zn are the space steps
at this level in the respectivex, y, andz directions.

These operators are obtained by a three-dimensionnal extension of the stencils presented
on Fig. 6, which shows the coefficients associated with each point from the fine grid field in
the restriction step (a) and from the coarse grid field in the prolongation step (b). A classical
volume ponderation is also used for nonuniform meshes.

The coefficients obtained in the three-dimensionnal case are

{
a = − 1

64 + 1
8ε1

b = 11
64 − 3

8ε1

and



A = 1
32 + 1

4ε2

B = 1− 3
2ε2

C = − 3
32 + 1

4ε2

D = 1
16.

FIG. 6. Restriction (a) and prolongation (b) stencils.
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To get the maximal accuracy on the global operatorPn
n+1oRn+1

n , we chose to takeε2 = −ε1.
Our best results were obtained withε2 = −ε1 = 0. In this case, bothRn+1

n , Pn
n+1 and

Pn
n+1oRn+1

n are third-order accurate. Simulations with other values ofε1 andε2 have been
performed, such as, for example, withε1 = −ε2 = 1

8, which leads to a well-known simple
operatorRn+1

n (with b = 1
8 anda = 0) but provides quite poor results because of the global

scheme’s behavior is too dissipative and thus cancels the small-scale contribution. In that
case,Rn+1

n is equivalent to

Idn + 1

8

(
1x2

n

∂2

∂x2
+1y2

n

∂2

∂y2
+1z2

n

∂2

∂z2

)
+O(1x3

n,1y3
n,1z3

n

)
,

which acts as a second-order dissipative operator. However, the choiceε1 = 0 leads to a
nondissipative operator in which the truncation error is reduced to a third-order dispersive
term.

A consistent approach for relating fine and coarse variables in large-eddy simulations
with AMR has been proposed recently by Cook [3], but this has not been tested here.

4.2.3. Subgrid terms computation.Because of the complexity of the expression of the
scale-similarity terms in the subgrid quantities parametrization, some approximations are
needed to compute them. We find in their continuous expression some terms involving
operators likeGn

1 ? Gn
1. These terms will be evaluated in the discrete case by using the

operatorFoRn
1 instead, whereF is a classical discrete filter with coefficients124[1; 22; 1],

resulting from the tensorial product in the homogeneous directions of the flow of the 1-D
filters Fx andFy:

Fx(φ) = 1

24
(φi−1, j,k + 22φi, j,k + φi+1, j,k)

Fy(φ) = 1

24
(φi, j−1,k + 22φi, j,k + φi, j+1,k)

⇒ F(φ) = Fy(Fx(φ)).

The discrete filterF thus defined is the discrete equivalent of a Gaussian or box filter of
length1̄n [32]. Forφ andψ equal to˜̃un,

∑n−1
l=1 δu

l , ˜̃T
n
, or
∑n−1

l=1 δT
l , we will then use the

approximations 
˜̃
φψ

n

≈ F( ¯̄ρn
φψ)

F( ¯̄ρn
)

˜̃φ
n ≈ F( ¯̄ρn

φ)

F( ¯̄ρn
)
.

4.3. Forcing Term

Because of the periodic boundary condition used in the streamwise direction, the com-
putation needs the introduction of a forcing term in the filtered Navier–Stokes equations, to
ensure mass flow rate conservation and convergence to a quasi-steady state. This is the term
noted f1 in Section 2.1. This term is computed following the numerical procedure proposed
by Lenormandet al. [24, 25].

The driving term is then updated at each time stepp by

f p+1
1 = f p

1 +
1t

L yLz
[α(Qp+1− Q0)+ β(Qp − Q0)], (40)
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whereQ0 is the targeted mass flow rate,Qp is the mass flow rate at time stepp, andQp+1

is its first-order prediction at time stepp+ 1, given by

Qp+1 = Qp −1t

[
L yLz f p

1 +
2L y

Re
µ
∂
〈
up

1

〉
xy

∂z

∣∣∣∣∣
z=0

]
, (41)

where〈.〉xy denotes averaging in thexy plane. The two parametersα andβ are taken equal
to be 2/1t and−0.2/1t respectively to ensure stability [24, 25].

4.4. Initial Conditions

The simulation is initiated from laminar parabolic profiles perturbed with random noise.
The initial dimensionless profiles are given by

ρ(t = 0) = 1+ sε

u(t = 0, z) = Uc[1− (z− 1)2](1+ sε)

v(t = 0, z) = sε (42)

w(t = 0, z) = sε

T(t = 0, z) = 1+ γ − 1

3
Pr M2

0U2
c [1− (z− 1)4],

whereε is a random number between−1 and 1,Uc = 1.5 is the dimensionless centerline
streamwise velocity, ands is taken equal to 0.1.

4.5. Numerical Tests

For both the two Reynolds cases considered here, several computations have been per-
formed. First, classical monolevel LES using the dynamic Smagorinsky closure have been
carried out on the finest grid (runs Lo1G-dyn and Hi1G-dyn). The results of these simu-
lations are used as reference results in the following to evaluate the multilevel procedure.
The importance of an adapted subgrid closure on the coarse levels is studied by two-level
simulations using different types of closures in Section 4.5.1. The influence of the cycling
strategy is then studied by two-level simulations with variable coarse-grid integration time
in Section 4.5.2. Then, the ability of the multilevel method to deal with more levels is
evaluated in Section 4.5.3 by three- and four-level simulations. Finally, a more detailled
analysis of the multilevel subgrid closure is performed bya priori tests in Section 4.5.4.

All the simulations use integration time steps evaluated with a CFL condition of 0.95 on
each grid. Since compressibility effects remain very small (maximum variation of density of
4% close to the walls), the results are also compared to those obtained by Moseret al.[30] in
their incompressible DNS. In all the computational cases, numerical instabilities induced by
intense negative values of the coefficientC(n)

d are classicaly prevented by plane-averaging
in the homogeneous directions.

Tables II and III present, for the low- and high-Reynolds cases respectively, the different
simulation parameters, including the number of grids used, grid spacings in wall units, the
subgrid model used, and the integrated friction Reynolds number and velocity. The CPU
times, nondimensionnalized by the time required for the monolevel simulation, are also
presented.
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TABLE II

Simulation Parameters and Integrated Values for the Low-Reynolds Case

Case Grid 1x+ 1y+ 1z+min SGS model Reτ uτ tCPU

Lo1G-dyn 1 35 12 1 Dyn. Smag. 185 6.36× 10−2 1

Lo2G-dyn 1 35 12 1 Dyn. Smag. 177 6.05× 10−2 0.41
2 70 24 2

Lo2G-ML 1 35 12 1 Multilevel
2 70 24 2

(a) 1t2 = 21t1 179.5 6.2× 10−2 0.45
(b) 1t2 = 1t1 182.2 6.23× 10−2 0.675
(c) 1t2 = 41t1 180.5 6.17× 10−2 0.3

Lo2G-MLnoS 1 35 12 1 Multilevel 179.3 6.19× 10−2 0.43
2 70 24 2 C(2)

d = 0

Lo3G-ML2 1 30 8 0.75 Multilevel 180.5 6.21× 10−2 0.48
2 60 16 1.5
3 120 32 3.2

Lo4G-ML2 1 30 8 0.75 Multilevel 181.7 6.24× 10−2 0.23
2 60 16 1.5
3 120 32 3.2
4 240 64 6.6

DNS 1 17.7 5.9 0.054 — 178.5 6.33× 10−2 —

TABLE III

Simulation Parameters and Integrated Values for the High-Reynolds Case

Case Grid 1x+ 1y+ 1z+min SGS model Reτ uτ tCPU

Hi1G-dyn 1 71 15.4 1 Dyn. Smag. 594 5.2× 10−2 1

Hi2G-dyn 1 71 15.4 1 Dyn. Smag. 581 5.05× 10−2 0.41
2 142 30.8 2

Hi2G-ML 1 71 15.4 1 Multilevel
2 142 30.8 2

(a) 1t2 = 21t1 589 5.17× 10−2 0.45
(b) 1t2 = 1t1 599 5.24× 10−2 0.675
(c) 1t2 = 41t1 588 5.16× 10−2 0.3

Hi2G-MLnoS 1 71 15.4 1 Multilevel 594 5.2× 10−2 0.43
2 142 30.8 2 C(2)

d = 0

Hi3G-ML 1 71 15.4 1 Multilevel 593 5.2× 10−2 0.21
2 142 30.8 2
3 284 61.6 4.4

Hi3G-ML2 1 40 10 0.75 Multilevel 603 5.28× 10−2 1.25
2 80 20 1.5
3 160 40 3.4

Hi4G-ML2 1 40 10 0.75 Multilevel 604 5.29× 10−2 0.6
2 80 20 1.5
3 160 40 3.4
4 320 80 8.2

DNS 1 9.7 4.8 0.044 — 587.2 5.36× 10−2 —
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4.5.1. Influence of the subgrid closure.In this section, the influence of the subgrid
closure used on the coarse levels is studied by two-level simulations(N = 2), performed
with one time step on each grid per V-cycle (i.e.,1t2 = 21t1). The results of two-level
simulations using respectively the classical dynamic Smagorinsky closure on both the two
levels (runs Lo2G-dyn and Hi2G-dyn) and the multilevel closure (runs Lo2G-ML(a) and
Hi2G-ML(a)) are compared to those from the fine reference LES (runs Lo1G-dyn and Hi1G-
dyn) and to the DNS results from Moseret al. [30]. Since the dynamic Smagorinsky term
present in the multilevel closure on the coarse levels accounts only for nonlocal interactions
between distant wavenumbers of the spectrum, it appears interesting to study the effect
of removing this term on the coarse levels. Indeed, following the results of the works of
Kerr et al. [20], Domaradzkiet al. [6], and Kraichnan [22], the main part of the energy
transfer is due to local interactions between neighboring wavenumbers. This is the basis
of all deconvolution approaches in which an approximate reconstruction of scales half the
size of the resolved ones is performed to compute the model. The runs Lo2G-MLnoS and
Hi2G-MLnoS have thus been performed to see whether the dynamic Smagorinsky term is
necessary on the coarse levels, by settingC(n)

d to zero on the coarse grid.
First, it is seen from Tables II and III that all the LES performed in this section provide

skin-friction parameters in good agreement with the reference DNS results. The skin-friction
velocity is slightly underestimated, due to the second-order-accurate scheme used and com-
pressibility effects, but the error with the DNS values remains lower than 6% in all cases.
The computed skin-friction Reynolds numbers, however, are very close to the targeted DNS
value. While the computed skin-friction parameters vary little from one two-level simulation
to another, slightly better results are obtained in the case of two-level simulations using the
multilevel closure (runs Lo2G-ML(a), Lo2G-MLnoS, Hi2G-ML(a), and Hi2G-MLnoS).

One can see how the use of two nested grids reduces the CPU times, with the ratio
presented in the last column. As excepted, the multilevel closure is a little more expensive
than the classical one, with a 10% increase in CPU time. This is due to the larger amount of
operations required to compute the scale-similarity terms in the multilevel closure, which are
not present in the classical dynamic eddy-viscosity closure. However, the CPU gain factor
remains very interesting and greater than two in all the two-level cases considered here.

Figure 7 compares, in wall units, the mean plane-averaged streamwise velocity profiles
obtained in each case for the low-Reynolds simulation with the DNS results and the theo-
retical logarithmic law. One can see that the use of the multilevel algorithm with a classical
SGS model provides poor results (run Lo2G-dyn), which are quite equivalent to those ob-
tained in a coarse simulation, both in the linear and logarithmic zones. However, the use
of the multilevel SGS closure, both with and without the dynamic Smagorinsky part (runs
Lo2G-ML(a) and Lo2G-MLnoS) provides better results, presenting only small discrepan-
cies from those of the fine monolevel LES (run Lo1G-dyn) or the DNS. Both the linear and
logarithmic zones are well captured.

The mean plane-averaged streamwise velocity profiles obtained in the high-Reynolds
case are plotted on Fig. 8. We see here the effect of the quite coarse mesh used for the
second-order-accurate numerical scheme, resulting in a difference between the computed
velocity field by LES and the DNS results. These computations appear unable to get the
correct slope in the logarithmic zone. This is a classical effect of any second-order-accurate
scheme, which is also observed by other authors (see the numerical studies of Kravchenko
and Moin [23] and of Shah and Ferziger [34] for instance). Nevertheless, we can see again
that the use of the multilevel SGS closure (runs Hi2G-ML(a) and Hi2G-MLnoS) leads to
results in very good agreement with the fine monolevel ones (run Hi1G-dyn), while the use
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FIG. 7. Mean streamwise velocity profiles—low Reynolds case.s: DNS Moseret al., d: Lo1G-dyn, –··–··–:
Lo2G-dyn, —: Lo2G-ML(a), –·–·–: Lo2G-MLnoS,·········: Wall laws.

of a classical SGS model on both the two levels (run Hi2G-dyn) leads to some differences
in the logarithmic zone.

Figure 9 presents, in wall units, the resolved plane-averaged turbulent kinetic energy
profiles (k) obtained in each case for the low-Reynolds simulations. The same remarks
as for the mean profiles can be made. The two-level simulation with the standard dynamic
Smagorinsky model (run Lo2G-dyn) exhibits a general coarse simulation behavior. The peak
value is obtained atz+ = 18, and its amplitude is very high compared with the monolevel
LES (run Lo1G-dyn) and DNS results. The use of the multilevel SGS closure (runs Lo2G-
ML(a) and Lo2G-MLnoS) provides a great improvement of the results: The peak value
is obtained atz+ = 14, as in the fine monolevel LES and in the DNS. The amplitude of
the peak value is a little overestimated in the case where no dynamic Smagorinsky term is

FIG. 8. Mean streamwise velocity profiles—high Reynolds case.s: DNS Moseret al., d: Hi1G-dyn, –··–··–:
Hi2G-dyn, —: Hi2G-ML(a), –·–·–: Hi2G-MLnoS,·········: Wall laws.
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FIG. 9. Resolved turbulent kinetic energy profiles—low Reynolds case.s: DNS Moseret al., d: Lo1G-dyn,
–··–··–: Lo2G-dyn, —: Lo2G-ML(a), –·–·–: Lo2G-MLnoS.

present on the coarse level, while a little less turbulent energy is present in the core region
of the channel. This can be interpreted as an underdissipative behavior of the model on the
coarse grid in the buffer zone close to the wall. However, the differences between the results
of runs Lo2G-ML(a) and Lo2G-MLnoS remain small.

The plane-averaged turbulent kinetic energy profiles obtained in the high-Reynolds sim-
ulations are presented on Fig. 10. Again, the effects of the second-order scheme are visible,
by an overestimation of the peak turbulent kinetic energy value. Nevertheless, while all the
two-level LES performed tend to overestimate the peak value, one can see that the results
obtained with the multilevel SGS closure are better than those obtained with the dynamic
Smagorinsky model on the two grids (run Hi2G-dyn), and again they are in very good agree-
ment with the fine monolevel LES (run Hi1G-dyn). This can be seen for both the amplitude

FIG. 10. Resolved turbulent kinetic energy profiles—high Reynolds case.s: DNS Moseret al., d: Hi1G-dyn,
–··–··–: Hi2G-dyn, —: Hi2G-ML(a), –·–·–: Hi2G-MLnoS.
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of the peak value and its position (z+ = 17 for the DNS,z+ = 18 for the Hi1G-dyn, Hi2G-
ML(a), and Hi2G-MLnoS simulations, andz+ = 21 for Hi2G-dyn). Again some small
differences are seen between the two multilevel simulations with or without the dynamic
Smagorinsky part on the coarse level, the Hi2G-MLnoS giving again a little less turbulent
energy in the core region and a slightly higher peak value.

All the results presented in this section tend to demonstrate that the use of a well-suited
SGS closure is required in the multilevel case. This is because most of the integration time
is performed on the coarsest grid. Hence, the global results are strongly influenced by the
coarse-grid simulation. The model proposed in Section 2.3 allows us to take into account
the fine-grid information even on the coarse grid and thus minimize the effects of the coarse-
grid time integration in the multilevel algorithm. The results obtained with this model in
the multilevel simulations are greatly improved and tend to show the efficiency of such a
closure, which allows us to recover the results of a fine monolevel LES at lower cost.

It is globally observed that the use of the dynamic Smagorinsky term on the coarse level
has only a small influence on the final results. However, this term provides some additional
dissipation, as will be shown in Section 4.5.4.

4.5.2. Influence of coarse grid integration times.The multilevel cycling strategy used
in this study relies on the quasi-static approximation of the smallest resolved scales. Thus,
it is interesting to study the effect of increasing or reducing the time during which this
approximation is imposed, that is, the time interval during which coarse-grid time integration
is performed. In this section, this point is studied by performing two-level simulations with
different integration times on the coarse level. Runs Lo2G-ML(b) and Hi2G-ML(b) have
been performed, by reducing the integration time on the coarse level by a factor of two in
comparison with the runs Lo2G-ML(a) and Hi2G-ML(a), which use one time step on each
grid per V-cycle. In contrast, runs Lo2G-ML(c) and Hi2G-ML(c) have been performed,
by increasing this time by a factor of two on the coarse level in comparison with runs
Lo2G-ML(a) and Hi2G-ML(a).

From Figs. 11 and 13, presenting respectively the mean streamwise velocity and resolved
turbulent kinetic energy profiles obtained in the low-Reynolds case, it is seen that the

FIG. 11. Mean streamwise velocity profiles—low Reynolds case.s: DNS Moseret al., d: Lo1G-dyn, —:
Lo2G-ML(a), –·–·–: Lo2G-ML(b), – – –:Lo2G-ML(c), ·········: Wall laws.



A MULTILEVEL ALGORITHM FOR LES 463

FIG. 12. Mean streamwise velocity profiles—high Reynolds case.s: DNS Moseret al., d: Hi1G-dyn, —:
Hi2G-ML(a), –·–·-: Hi2G-ML(b), – – –:Hi2G-ML(c), ·········: Wall laws.

influence of1t2 on the final results remains small. Only small differences in the mean
profiles are seen for the run Lo2G-ML(c) performed with a greater value of1t2, in which
a slightly smaller value of the skin-friction velocity used for normalization is obtained (see
Table II). However, reducing1t2 does not improve the results since they are already in good
agreement with the reference simulations when1t2 = 1t1.

For the high-Reynolds case, it is first seen from Figs. 12 and 14, showing the mean
streamwise velocity and resolved turbulent kinetic energy profiles, that the results obtained
in the case Hi2G-ML(c) are very similar to those obtained in the case Hi2G-ML(a). That
means that increasing1t2 by a factor of two does not have any influence on the results in
this case. Only small differences in the mean streamwise velocity profiles are seen in the

FIG. 13. Resolved turbulent kinetic energy profiles—low Reynolds case.s: DNS Moseret al., d: Lo1G-dyn,
—: Lo2G-ML(a), –·–·–: Lo2G-ML(b), – – –:Lo2G-ML(c).
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FIG. 14. Resolved turbulent kinetic energy profiles—high Reynolds case.s: DNS Moseret al., d: Hi1G-dyn,
—: Hi2G-ML(a), –·–·–: Hi2G-ML(b), – – –:Hi2G-ML(c).

core region of the channel for the case Hi2G-ML(b), owing to a slightly higher value of the
skin-friction velocity obtained in this case. However, the results of the three Hi2G-ML(x)
runs are very similar.

4.5.3. Influence of the number of levels.The multilevel formalism introduced in the
theoretical part of this work is very general and is written for an unlimited number of levels.
However, it is clear that the algorithm is limited in practice to a reasonable number of levels,
to keep the number of computational points high enough so that an LES can be performed
at each level of resolution.

In this section, the ability of the multilevel algorithm to deal with more than two levels is
shown by three- and four-level computations. Again, one time step per V-cycle is performed
on each grid, leading to1t2 = 21t1,1t3 = 41t1, and1t4 = 81t1.

In the low-Reynolds-number case, a finer grid is introduced to carry out these compu-
tations (see Section 4.1 for description). Three-level (run Lo3G-ML2) and four-level (run
Lo4G-ML2) computations using the multilevel model have been performed with this new
mesh resolution.

In the high-Reynolds case, a three-level computation has been performed using the origi-
nal mesh (run Hi3G-ML). To see if the use of a finer grid can improve the results, three- and
four-level simulations have also been carried out with the use of a very fine grid including
more than two million points, which is also described in Section 4.1 (runs Hi3G-ML2 and
Hi4G-ML2).

All the computation parameters are summarized in Tables II and III. First, it is observed
that all these simulations give skin-friction parameters in very good agreement with the
monolevel LES and the DNS, and this for both the two Reynolds numbers considered here.
For the low-Reynolds case, it is observed that even with a finer mesh used, the multilevel
computations considered here took at most half the time needed for the run Lo1G-dyn. For
the high-Reynolds case, it is striking that the CPU time reduction reaches a factor of nearly
five for the Hi3G-ML run. The computations performed with the finer mesh (runs Hi3G-
ML2 and Hi4G-ML2) give a skin-friction velocity value in very good agreement with the
DNS ones, while the skin-friction Reynolds number is slightly overestimated, because of the
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FIG. 15. Mean streamwise velocity profiles—low Reynolds case.s: DNS Moseret al., d: Lo1G-dyn, —:
Lo2G-ML(a), – – –:Lo3G-ML2, –·–·–: Lo4G-ML2, ·········: Wall laws.

small variation of density at the wall, which is not taken into account in the incompressible
DNS.

Figure 15 shows the mean streamwise velocity profiles obtained for the low-Reynolds
case, in wall units. All the multilevel simulations considered here agree well with the fine
Lo1G-dyn reference result. From Fig. 17, which presents the mean resolved turbulent kinetic
energy profiles, it is seen that the three-level run Lo3G-ML2 is in very good good agreement
with the two-level Lo2G-ML(a) and also the fine Lo1G-dyn reference simulation. The four-
level run Lo4G-ML2 gives slightly different results: The peak value is smaller than in the
other LES cases, and more turbulent energy is present in the core region. However, the
agreement with the reference results remains quite good.

Figure 16 shows the mean streamwise velocity profiles obtained for the high-Reynolds
case. Here, the three-level run Hi3G-ML, even while performed with the original mesh,

FIG. 16. Mean streamwise velocity profiles—high Reynolds case.s: DNS Moseret al., d: Hi1G-dyn, —:
Hi2G-ML(a), – – –:Hi3G-ML, -··-··-: Hi3G-ML2, –·–·–: Hi4G-ML2, ·········: Wall laws.
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FIG. 17. Resolved turbulent kinetic energy profiles—low Reynolds case.s: DNS Moseret al., d: Lo1G-dyn,
—: Lo2G-ML(a), – – –:Lo3G-ML2, –·–·–: Lo4G-ML2.

gives the same results as the Hi1G-dyn and Hi2G-ML runs. The same comment can be
made for the mean resolved turbulent kinetic energy profiles plotted on Fig. 18, where just
a little less energy in the core region of the flow is seen.

For runs Hi3G-ML2 and Hi4G-ML2, which are performed with finer grids, an improve-
ment of the results is obtained in comparison with the results obtained with the original grids.
In these cases, the logarithmic zone of the flow is better described, and the resolved turbulent
kinetic energy peak value is decreased in comparison with the other LES performed here.
Some discrepancies with the DNS are still present, due to the second-order-accurate scheme
used, but it is shown that the results are improved in comparison with the Hi1G-dyn run, with
acceptable CPU time ratios (1.25 and 0.6 for runs Hi3G-ML2 and Hi4G-ML2, respectively).

FIG. 18. Resolved turbulent kinetic energy profiles—high Reynolds case.s: DNS Moseret al., d: Hi1G-dyn,
—: Hi2G-ML(a), – – –:Hi3G-ML, -··-··-: Hi3G-ML2, –·–·–: Hi4G-ML2.
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FIG. 19. Instantaneous streaks visualizations in the (a) Lo4G-ML2 and (b) Hi4G-ML2 runs. Dark and pale
surfaces indicate positive and negative streamwise vorticity contours, respectively.

For all the three- and four-level simulations presented here, it should be noted that the
streaks are very poorly or even not resolved at all on the coarsest grid, since the resolution
is too coarse (see Tables II and III). However, three-dimensional visualizations of some
iso-streamwise-vorticity surfaces of the flow highlight the fact that these structures are
well represented by the multilevel computations (see Fig. 19 for the four-level simulation
results). This indicates that these structures are contained in the frequency complements
between the different levels and demonstrates the ability of capturing some very small local
phenomena with a multilevel approach.

4.5.4. Multilevel closure analysis.In this section, ana priori analysis of the multilevel
subgrid model is performed for the low-Reynolds number simulation. The results, extracted
from the two-level LES performed with the multilevel closure (run Lo2G-ML(a)) are com-
pared to previous subgrid term analysis performed by Domaradzkiet al. [8] and Horiuti
et al.[17] using filtered DNS results. Notice that no time-averaging has been performed here.

At each level, the expression of the subgrid stress tensor can be split into two parts: a
scale-similarity partL(n) and a Smagorinsky partS(n)m ,(

τ
(n)
i j

)∗ = (L(n)i j

)∗ −2ν(n)SGS¯̄ρn( ˜̃S
n

i j

)∗︸ ︷︷ ︸
Sm

(n)
i j

, (43)

whereν(n)SGS= (C(n)
d (1̄n)2| ˜̃Sn|) is generally referred to as subgrid viscosity.

For anyn, the scale-similarity termL(n) can be split into two termsL(n)1 andL(n)2 . The
tensorL (n)1 is identical to the classical Bardina scale-similarity term, involving products
between the components of the field resolved at the leveln only (˜̃un

i ), while L(n)2 contains
products involving the components of the field resolved on the finer levels (

∑n−1
l=1 δu

l
i ) and

accounts for interactions between the two frequency bands [0, kn] and [kn, k1] from the
spectrum. From its definition, it is evident thatL(n)2 = 0 on the finest gridn = 1.

The contributions of each of the termsS(n)m , L(n)1 , and L(n)2 to the global SGS stress
tensor are plotted in wall units in Figs. 20–23, which present their plane-averaged trace-
free(xx) and(xz) components for the fine and the coarse grids. One can see that the main
part of the SGS tensor is due to the scale-similarity termL1, while the other terms are
quite negligible. This conclusion has been drawn by several authors ina priori testings
of DNS data which have highlighted the high correlation coefficient existing between the
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FIG. 20. SGS tensor trace-freeτ11 component profiles—fine grid.

scale-similarity termL1 and the real SGS tensorτ . Nevertheless,a posterioritestings have
shown that the Smagorinsky term is important in providing sufficient SGS dissipation in a
numerical simulation [27]. Notice also that, as expected, the amplitude of the components
of the SGS tensor is greater on the coarse grid, showing that more subgrid scales are present
and need to be modeled.

It is noticed thatL2 remains negative, but no conclusion about this can be drawn directly,
since only its effect in terms of dissipation can be interpreted.

The dissipation profiles for the fine (resp. coarse) grid are plotted in wall units in Figs. 24
(resp. 25), 26 (resp. 27), and 28 (resp. 29), showing respectively the total (ε), forward (ε−),
and backward (ε+) plane-averaged SGS dissipations provided by each of the termsSm, L1,
andL2.

FIG. 21. SGS tensor trace-freeτ11 component profiles—coarse grid.
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FIG. 22. SGS tensorτ13 component profiles—fine grid.

FIG. 23. SGS tensorτ13 component profiles—coarse grid.

FIG. 24. SGS dissipation profiles—fine grid.
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FIG. 25. SGS dissipation profiles—coarse grid.

These three terms are computed as

ε = −τ (n)i j
˜̃
Si j

n

ε− = 1

2
(ε + |ε|)

ε+ = 1

2
(ε − |ε|).

Figures 24 and 25 reveal that the main SGS dissipation is due to the Bardina term,
while the Smagorinsky term provides some nonnegligible additional dissipation. One can
see from Fig. 25 that the additional termL2 provides a small general backscatter effect
(negative dissipation), but this seems to be quite negligible compared with the other term
contributions. The global dissipation peak value is obtained atz+ ' 12, which is in good
agreement with filtered DNS results [8].

It is to be noted here that the forward dissipation provided by the dynamic Smagorinsky
term on the coarse grid represents between approximately 10 and 20% of the total SGS
dissipation. This confirms the studies of Kerret al. [20] and Domaradzkiet al. [6], which
have highlighted the fact that the nonlocal energy transfers are one order of magnitude lower
than the total one. Moreover, this term does not provide any backscatter effect, as can be
seen on Figs. 28 and 29.

These figures show that local backscatter effects are taken into account by the two scale-
similarity termsL1 andL2. These two terms are able to take into account the interactions
of scales close to the cutoff lengthscale, and thus they exhibit some local backscatter phe-
nomena. This is a well-known particularity of scale-similarity models, in which the SGS
stress-tensor axis are not aligned with those of the strain-rate tensor.

Moreover, Figs. 26–29 show that the total forward (resp. backward) subgrid dissipation
peak value is obtained atz+ ' 14 (resp.z+ ' 27), which is again in quite good agreement
with filtered DNS results [17] in which it is predicted atz+ ' 12 (resp.z+ ' 25).

While the contribution of the termL2 to the global subgrid dissipation seems to be
negligible, Fig. 29 shows that it is not the case for its contribution to local backward
dissipation, which appears to be at least as important as that of the classical Bardina termL1.
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FIG. 26. Forward SGS dissipation profiles—fine grid.

FIG. 27. Forward SGS dissipation profiles—coarse grid.

FIG. 28. Backward SGS dissipation profiles—fine grid.
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FIG. 29. Backward SGS dissipation profiles—coarse grid.

5. CONCLUSIONS

A multilevel algorithm, close to the multigrid methodology, and its application to the
large-eddy simulation of turbulent compressible flows has been proposed. The use of several
nested computational grids has been presented from a frequential point of view, with the
result that, under the quasi-static approximation, the high-frequency part of the flow resolved
on the finest grid can be used directly for the subgrid term computation on the coarse grids.
This is achieved by way of a two-part mixed model in which the scale-similarity Bardina
part is modified on the coarse grids by the use of a multilevel decomposition of the flow
variables, while a dynamic Smagorinsky part is added to take into account the interactions
of the resolved frequencies with the unresolved ones.

It has been shown that the use of a suited multilevel closure is required, by simulations
performed in a plane channel flow configuration, for two values of the Reynolds number.
Numerical simulations conducted in both cases show that the coarse-grid time integration
has a strong influence on the results and that the use of a classical statistical subgrid model
leads to poor results. However, the proposed multilevel closure allows us to take into account
on the coarse grids the deterministic information computed on the fine ones and thus to
minimize the statistically modeled part at each level of resolution. A great improvement
is obtained on the quality of the results with the use of this model, and its behavior shows
good agreement with the subgrid terms extracted from filtered Direct Simulations.

Globally, the algorithm is shown to significantly reduce the CPU times, with a savings
of up to 80% for the test case considered in the paper, and without any significant loss of
accuracy on the results when the multilevel closure is used. The method has been assessed
with up to four levels, and it has been demonstrated that it can correctly account for very
fine phenomena, without having to solve them with much accuracy.
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